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ABSTRACT
Stop Motion Animation is the traditional craft of giving life to hand-made models. The unique look and feel of this art form is hard to reproduce with 3D computer generated techniques. This is due to the unexpected details that appear from frame to frame and to the sometimes choppy appearance of the character movement. The artist’s task can be overwhelming as he has to reshape a character into hundreds of poses to obtain just a few seconds of animation. The results of the animation are usually applied in 2D mediums like films or platform games. Character features that took a lot of effort to create thus remain unseen. We propose a novel system that allows the creation of 3D stop motion-like animations from 3D character shapes reconstructed from multi-view images. Given two or more reconstructed shapes from key frames, our method uses a combination of non-rigid registration and as-rigid-as-possible interpolation to generate plausible in-between shapes. This significantly reduces the artist’s workload since much fewer poses are required. The reconstructed and interpolated shapes with complete 3D geometry can be manipulated even further through deformation techniques. The resulting shapes can then be used as animated characters in games or fused with 2D animation frames for enhanced stop motion films.

CCS CONCEPTS
• Computing methodologies → Animation; • Applied computing → Media arts;
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1 INTRODUCTION
Stop motion refers to a special type of animated film, in which physical characters are placed in different poses for each frame by hand (see Figure 1). It is also common for these poses to be modeled separately, when a particular shape is desired per frame. The results are usually a sequence of images, which are further combined to create a 2D animation [23]. Compared to digital animation based on computer graphics (CG) techniques, its style is more photorealistic, since frames are obtained by taking photographs of real world characters.

However, the whole process is time consuming and solely depends on the skills and efforts of the stop motion artist. The resulting animations often exhibit non-smooth transitions between frames due to the limited number of poses created. This effect is sometimes desired, given the unique signature look of the stop motion art form. Nevertheless, when enhancements of the animation are required, it is very hard to edit an existing stop motion animation sequence. This is due to capturing the character poses as 2D images, without...
We also demonstrate two applications for stop motion animation where the significant amount of available data makes it possible to reconstruct animation. Animation reconstruction aims at capturing and constructing animation and games. Also, we extend a normal equation based as-rigid-as-possible shape system that digitizes stop motion based on robust 3D registration and interpolation from 2D to 3D to interpolate satisfactory intermediate poses. This largely simplifies the process since fewer physical poses are required for smoother animations. Also, the digitization enables flexible post-production editing of the animation based on existing CG techniques, such as shape deformation, image and shape composition etc. Note that we do not intend to diminish the virtues of traditional stop motion animation, but rather make it more versatile and accessible to the virtual worlds of animation and 3D games. In practice, we face two main challenges. Firstly, in stop motion animation, characters are static and have to be manually manipulated by an artist. The scale of deformation can vary significantly from one key pose to another. Thus it becomes more difficult to identify correspondences between the respective scans. This is different from continuous capture of deformable shapes like humans, where the significant amount of available data makes it possible to reconstruct the shape and movement reliably ([26]). Secondly, since the available key poses can be sparse, the deformation between them is often large. Generating plausible intermediate poses is not straightforward, as common techniques like linear interpolation may result in artefacts. We propose to use non-rigid registration with a few user picked landmark points to establish dense correspondences between key poses. The real world models used are made of plasticine and present high flexibility of movement. This non-rigidity is encoded in our algorithm by locally defined affine transformations to cope with possible elastic and plastic deformations. It is more flexible than registration methods based on local rigidity, isometry and conformality. Also, we extend a normal equation based as-rigid-as-possible shape interpolation from 2D to 3D to interpolate satisfactory intermediate poses. We test our pipeline on various plasticine characters from the game Clay Jam [22] by Fat Pebble [21] to show its effectiveness. We also demonstrate two applications for stop motion animation and games that benefit from our system. In summary, our paper makes two main contributions: i) a novel system that digitizes stop motion based on robust 3D registration and interpolation, and ii) two major applications for enhanced stop motion animation and games.

2 PREVIOUS WORK

2.1 Animation Reconstruction

Animation reconstruction aims at capturing and constructing animated content from moving objects in the physical world [12]. This involves capturing data from a deforming model as it evolves over time. The available data for these scenarios is usually dense and the deformations between frames are small, making it easier to find reliable correspondences.

Common approaches make use of a template shape which is fitted to the point clouds at each frame of animation [13, 26]. Although this approach offers a significant prior, it can restrict the quality of animation as argued in [30]. Alternative approaches have been proposed to reconstruct animation without a template shape. Tevs et al. [30] propose a cartography inspired method of reconstructing a shape and its movement from partial scans and by imposing isometric deformations. This restriction would be an impediment in our case, since plasticine can deform nonsymmetrically and irreversibly.

Wand et al. [35] present an efficient pipeline for animation reconstruction, which involves the minimization of an energy term considering distances between data points, acceleration and velocity, volume change and surface smoothness. Their method is complex to implement, however, and only works accurately for small deformations between consecutive frames. Sharf et al. [24] reconstruct motion by making use of a 3D grid that embodies the whole character. Although volume preservation is a desirable feature for plasticine models, the use of a volumetric model for reconstructing animation is time consuming and needs an expensive rendering mechanism for visualization.

We propose a specialized animation reconstruction approach that is suitable in a new scenario, where only sparse key poses are available. Our argument stands in the advantages of a stop motion animation reconstruction pipeline for the animation and game industries. We first choose a non-rigid registration technique that takes into account the nonsymmetric nature of plasticine deformation. After obtaining a suitable registration, an as-rigid-as-possible interpolation technique is used to preserve the shape of the character between the source and obtained target pose.

2.2 Non-rigid Registration

Several surveys discuss shape matching [16], registration [28] and finding correspondences [7, 31]. Most of the work focuses on isometric or nearly isometric shape deformations, which preserve the local features as accurately as possible. Given that plasticine can move irreversibly in any direction, we focus on techniques that allow nonsymmetric deformation to some extent. Also, the available data from our scans consists of triangular meshes. Therefore we studied methods relevant to this form of model representation.

Non-rigid registration is a combination of the correspondence problem and the trajectory problem. The better the correspondences are between the source and target shapes, the easier it is to find a deformation trajectory between them. Likewise, when the deformation trajectory is known, good correspondences are easy to establish [12].

As specified in [32], the characteristics of good correspondences are bijectivity, continuity and similarity matching between salient points. This is given in the context of nonsymmetric deformations between shapes, where preserving geodesic or diffusion distances between pairs of correspondences fails. Approaches that involve stochastic methods [32, 33], region correspondence or functional maps [10, 19] have been very effective in mapping between topologically similar, but geometrically different shapes. However, the...
complexity of implementation, time costs or the reliance on features like surface curvature have made it difficult to opt for such methods in our case. Given that plasticine characters can change their local curvature dramatically, it becomes difficult to rely on more than lower frequency Laplace-Beltrami eigenfunctions when matching between similar regions of the shape.

Concerning the trajectory problem, a lot of the literature focuses on iteratively determining the deformation of the source shape in parallel to finding correspondences with the target shape [3, 4, 6, 15, 36]. Amberg et al. [4] propose a non-rigid iterative closest point registration (NRICP) algorithm, where an affine transformation is used per vertex. Affine transformations per vertex give the mesh freedom to rotate, translate, scale and shear. Surface smoothness is also ensured by using a global stiffness, which decreases as the source shape approaches the target shape. The smaller the stiffness becomes, the more malleable the surface is. This imitates the physics of plasticine when undergoing tensile stress. The amount of stretch in a material is directly proportional to its propensity to stretch further until a breaking point.

Enhanced versions of the NRICP are common approaches for gradually matching a source to a target shape. One example of an enhancement for NRICP is the coarse-to-fine technique. Deformations are separated into levels of complexity, from large to small. Deformations graphs are sometimes used to approximate the source shape and cover the larger deformations that it may undergo [14, 20]. Zell and Botsch [37] use non-rigid registration with an added smoothing step. This is done by embedding the template and target shapes into a simpler domain through a Laplacian smoothing procedure. Although nonsimetric non-rigid deformations are allowed, their work is more suitable for face models than for limbed characters. Nevertheless, one of the examples in their paper is matching a sequence of clay character scans, which strengthens our desire to pursue the non-rigid registration path.

In our approach we use the non-rigid registration method proposed by [4] as it allows enough freedom of movement for our plasticine characters. This is considered a sufficient approach for our needs since the deformations are moderate. Future helpers that take into account the nature of the material (volume preservation, stiffness) and the character structure (skeletons, coarse-to-fine helpers) might be considered for characters displaying large deformations.

### 2.3 Interpolation

A popular technique with interpolation is to use multiple shapes to guide the deformation [9, 34]. Although our registration algorithm generates a small set of meshes with the same connectivity, we argue that this approach can constrain the deformations more than it is desirable. Since our models are made of plasticine, we expect their deformation to flow in a physically plausible way. Maintaining the smoothness of the surface is also important, since all of the generated shapes can be part of the final animation. In this respect we find it suitable to adopt an as-rigid-as-possible approach to our interpolation [2, 25]. The idea of considering individual cells of the surface rigid can also link to the surface tension property that plasticine displays [8].

Alexa et al. [2] propose an algorithm that allows the interpolation between two sets of meshes using triangles in 2D or tetrahedra in 3D by minimizing a quadratic error function. They account for translation by fixing a vertex using linear interpolation, which, depending on the vertex chosen, can give different results. Building on the work of [2], Liu et al. [17] address this problem by generating a set of surface tetrahedra on the fly as opposed to needing a fixed initial and end volumetric mesh. No vertex needs to be fixed, as translation is taken into account in their minimization function.

Baxter et al. [5] provides an improvement on several algorithms for interpolating between 2D shapes by incorporating normal equations. They provide a mathematically equivalent solution to minimizing the quadratic error. They do not tackle the need to fix a vertex, instead using it to their advantage to enable more control over the trajectories taken by the vertices by using Lagrange multipliers. Their solution does not extend into 3D, and for it to be mathematically equivalent to the method of [2], it would require the use of volumetric tetrahedral meshes.

In our approach we extend on the works of [5] and [17] and use normal equations and dynamically generated tetrahedra to create as-rigid-as-possible deformations between shapes.

### 3 OVERVIEW

Given a limited number of key poses for a physical character made of plasticine, the goal of our system is to digitize these shapes and create plausible in-between poses for animation and game applications. Figure 3 shows an overview of our E-StopMotion pipeline. It consists of four components: shape acquisition is based on an existing multi-view reconstruction approach, two major algorithmic components (non-rigid registration, and as-rigid-as-possible interpolation) and applications that find novel uses for the reconstructed and interpolated shapes in stop motion animation and games.

The acquisition component is responsible for capturing and reconstructing the geometry and texture of the key poses of a plasticine character created by an artist (Figure 2). The multi-view 3D reconstruction approach, as implemented in Agisoft Photoscan [1], is employed to generate the digital shapes represented by triangular meshes. The images used in the reconstruction process are captured with an Alphashot 360 machine [18]. The resulting meshes display most of the character’s details in their key poses, depending on the desired resolution. Artefacts like holes and overlapping triangles also make an appearance. A clean up procedure is needed to make the meshes watertight, 2-manifolds. Texture remapping is also used to redefine the UV and texture maps.

The following two algorithmic components are devised to match the clean, scanned key poses and generate plausible in-between poses through interpolation (see Sections 4 and 5). This can help reduce the number of manually manipulated poses, which facilitates the traditional stop motion creation process and benefits subsequent animation and game applications. We utilize non-rigid registration [4] with local affine transformations to align the key pose scans. Since the deformations between the meshes vary from small to large, we allow the user to pick a few landmark points to guide the registration. Based on the resulting surface correspondences, we then make use of our as-rigid-as-possible interpolation method to obtain pleasing intermediate shapes. Our approach to
interpolation extends an existing normal equation based shape interpolation technique from 2D to 3D [5, 17]. Also it does not require consistent tetrahedral meshing between key poses, thus can save computational time while achieving plausible results.

The scanned key poses and interpolated intermediate poses can next be imported into existing animation and game development software for applications. To demonstrate the use of our system, we import the digitized poses into a popular animation software and a game engine (Blender and Unity respectively) to generate enhanced stop motion animation and stop motion-like games (see Section 6).

4 E-STOPMOTION ALGORITHMS

In this section, we elaborate the two algorithmic components of our system.

4.1 Non-rigid Registration

The non-rigid registration component is adapted from [4]. The algorithm is based on an iterative procedure similar as the rigid ICP [6]. It also uses the closest point correspondences to match a source mesh $M_s$ as closely as possible to a target mesh, $M_t$. The difference is that local admissible affine transformation is employed instead of a global rigid-body motion to enable registering two shapes with non-rigid deformation in between, which meets the requirement in our context.

Due to the high number of degrees of freedom given by the vertex affine transformations, a smoothness regularization term is involved to make the problem solvable. Each iteration of the registration is solved by finding the optimum affine transformations per vertex, which minimize the energy functional described in Eqn. 1. A decreasing global stiffness is further used to constrain the amount of movement each vertex can undergo. The closer the source shape gets to the target shape, the higher the probability that the chosen correspondences are accurate. To prevent wrong correspondences from influencing the match, the stiffness starts off high and decreases as the distance between the source and target meshes becomes smaller.

An example of non-rigid registration to align the source and target shape is shown in Figure 4, and the mathematical formulation and registration procedure are detailed in the following paragraphs.

4.1.1 Energy Minimization in a Single Iteration.

$$E(X) = E_d(X) + \alpha E_s(X) + \beta E_l(X)$$  \hspace{1cm} (1)

$X = [X_1, ..., X_N]^T$ is the transformation matrix that minimizes the total energy $E(X)$. It contains $N \times 4$ affine matrices $X_i$, one per source vertex. $E_d$ is the energy term that measures the sum of squared distances between correspondences, $E_s$ is the smoothness regularization term between neighbouring vertices, and $E_l$ is the landmark energy term which allows the user to pick a few corresponding landmark points to guide the registration.
with landmarks and the registered mesh (right).

These pairs of vertices are deemed to be essential in guiding the

The pair $v_i, u_j$ is considered separately from the closest point correspondences. Weights $w_i$ are used to filter out unreliable correspondences based on the angle between their respective normals.

The smoothness of the transformation between reliable correspondences is ensured by the term in (3). The idea is to minimize the differences in transformation between neighbouring vertices. The pair $(i,j)$ represents an edge between vertices $v_i$ and $v_j$, while $E$ is the list of edges of the source mesh $M_s$. Also, matrix $G$ from (3) is a diagonal matrix of the form $G = diag(1, 1, 1, y)$, which can influence the scale and rotation contribution of the regularization through the term $\gamma$.

The pair $(v_i, l)$ represent a landmark correspondence pair and is considered separately from the closest point correspondences. These pairs of vertices are deemed to be essential in guiding the deformation and are usually weighted higher than the global stiffness at the beginning ($\beta > \alpha$). After a certain threshold of some $\alpha$, it is considered that the landmark influence is no longer necessary ($\beta = 0$). This is due to the implication of the source mesh being close enough to the target mesh, which results in enough reliable correspondences.

Landmarks can also be seen as helpers that guide the deformation. They work best when chosen in regions with high displacement between the source and the target meshes. We found that 10-15 landmarks, distributed noncoplanarly across the surface, are sufficient for guiding the deformation and avoiding artefacts. Coplanar landmarks produce flattening effects and too few or too many landmarks may cause the solution to get stuck in local minima.

Other helpers that will be considered more thoroughly in the future are inspired by the structure or material of the character. Characters with limbs may benefit from skeletons to guide the large deformations (Figure 12). Also, local stiffness, instead of global stiffness would allow some regions to remain stiff, while other regions deform (111).

4.1.2 Matrix Notation. In practice, to facilitate implementation, it is more convenient to rewrite the energy functional from Eqn. 1 using matrix notation. For a full description of the matrix notation please refer to the work of [4]. The following representation of the energy function in matrix notation is the final form used in our implementation. Note that $\| \cdot \|_F$ indicates the Frobenius norm.

$$
\mathcal{E}(X) = \left\| \alpha M \otimes G \right\|_F X - \left[ \begin{array}{c} 0 \\ 0 \\ U \end{array} \right] \|_F^2 
$$

(5)

Matrix $M$ is the directed node-arc matrix, representing whether there is an edge between two vertices. The direction of the respective edge is indicated by $\pm 1$. $W = \{w_1, \ldots, w_N\}$ contains the weights applied to the source to target correspondences stored in matrices $D$ and $U$ respectively. Similarly, $D_L$ and $U_L$ contain the landmark correspondences, weighed by $\beta$.

4.1.3 Iterative Registration Procedure. As described in Algorithm 1, two loops are involved in an iterative process to incrementally align the source shape to the target. The outer loop decreases the global stiffness for each iteration, allowing the current mesh more freedom of movement. The inner loop corresponding to each iteration has two steps. The first step is to find correspondences between the source and the target meshes. The second step is to calculate the transformation matrix $X$ that would bring the current source mesh closer to the desired target mesh. This loop finishes when the differences between two consecutive transformation matrices is lower than a threshold $\epsilon$.

**Algorithm 1: Non-rigid Registration**

**Input:** Clean source mesh $M_s$ and clean target mesh $M_t$ with a small set of landmarks $L$ between them.

$\alpha = \text{MAX_STIFFNESS}$

**Output:** The source mesh registered to the target mesh, $M_{s \rightarrow t}$

Align $M_s$ and $M_t$ globally using a Procrustes analysis.

Initialize the transformation matrix $X_0$.

while $\alpha > \text{MIN_STIFFNESS}$ do

while $\|X_t - X_{t-1}\| < \epsilon$ do

Find correspondences $u_i$ between current source mesh $M_s$ and target mesh $M_t$.

Calculate $X_t$ as the solution to a linear system of the form $AX = B$, where $A$ is the matrix described in the previous section.

end

end

4.2 Interpolation

Our as-rigid-as-possible (ARAP) interpolation approach builds on the work of [17] and [5]. It employs a local-global optimization strategy to compute the topologically consistent intermediate meshes between a source and a target mesh. Locally it computes the affine transformation for each local shape element from the source to the target and obtains an expected intermediate interpolation first. The algorithm then globally solves for the intermediate mesh by minimizing the sum of differences between all expected local transformations and the corresponding actual transformations.

Unlike the original as-rigid-as-possible method [2], we do not require consistent tetrahedral meshes, and instead calculate surface...
tetrahedra from triangle meshes. Consistent tetrahedral meshes are difficult to create [17], meaning that we can sidestep this issue. We also formulate the problem using normal equations, allowing us to address issues that are carried over from 2D shape interpolation in 3D. This gives an elegant solution to symmetric interpolation and adds constraints and control to the interpolated results. It also allows for easy correction of rotational inconsistencies.

4.2.1 Energy Terms. The mesh is constructed of several tetrahedra, many of them sharing vertices. An interpolated affine transformation for one tetrahedron will not necessarily be the same as an affine transformation for another tetrahedron with a common vertex. We wish to minimise the global error between every expected affine transformation $A_T$, and the actual one $B_T$. We let $V_T(t)$ be our set of unknown interpolated vertex positions, and can define the relationship between $V_T(t)$ and the source tetrahedron $V_T^*$ as $B_T = V_T^* V_T(t)$. This gives us our minimisation equation:

$$E(t) = \sum_{t=1}^{M} a_T ||B_T - A_T||^2_F,$$  

where $a_T$ is the area of the original triangle of a tetrahedron $V_T^*$, and $|| \cdot ||_F$ is the Frobenius norm. We use the area to weigh the importance of the particular triangle, as it allows for large differences in tessellation of a mesh, whilst maintaining the same interpolation results.

4.2.2 Matrix Notation. We calculate an affine transformation $A_T$ from a source tetrahedron $V_T$ to a target $U_T$. Following the approach used by [5]; for each tetrahedron, we calculate $V_T^*$. This is the inverse of $V_T$, giving us the affine transformation: $A_T = V_T^* U_T$. We build two matrices $-H$ and $G(t)$, using them to construct Equation 6:

$$-H_T = a_T (V_T^*)^T V_T^*,$$  

$$G(t) = a_T (V_T^*) A_T(t),$$

where we can then place the values of $-H_T$ and $G_T(t)$ into $-H$ and $G(t)$, at the position of the index of each vertex. $-H$ is a sparse $(N + M) \times (N + M)$ matrix, where the values of $-H_T$ are summed at corresponding indices in both directions of $-H$. $G(t)$ is an $(N + M) \times 3$ matrix, where the values of $G_T(t)$ are summed in rows corresponding to the vertex indices. $N$ and $M$ are the number of the vertices and triangles, respectively.

It is important to note that $-H$ is independent of $t$, and thus only needs to be calculated once, before interpolation. As $G(t)$ relies on each $A_T(t)$, it must be calculated at every time step. Using the approach proposed by [2] we solve $V(t)$ as follows:

$$V(t) = -H^{-1} G(t).$$

5 RESULTS

We applied our pipeline to a set of characters from the game Clay Jam [22] created by Fat Pebble [21]. One of the models was even recreated by hand, since the original character had been lost (Figure 13). The difference between frames was moderate, with large amounts of overlap. In some cases, nonisometries made the matches difficult, but we found that landmark correspondences corrected the artefacts to some extent. We aimed at a minimal set of handpicked landmarks (10-15), however, since it can be a tedious process for the artist.

Figures 10 - 14 show the in-between poses obtained from the original source and registered source scans of a few plastine characters. The exception is figure 12, which has the target shape generated by rigging and deforming the source shape. This was done to exemplify the future use of skeleton helpers for registration and the difference between linear and as-rigid-as-possible (ARAP) interpolation when rotation produces nonlinear deformations. These pairwise results were extended to more key poses to create varied animation sequences (see supplementary video).

Figures 10, 11 and 12 display a comparison between linear and ARAP interpolation. Figures 10 and 11 do not display significant differences in shape, due to the deformations being approximated well by both linear and ARAP interpolation. Figure 5 shows the small shape difference for the Blob Fish character. The difference between the two types of interpolation methods becomes visible when rotation produces nonlinearities that cannot be approximated well with the linear approach. Figure 12 shows how linear interpolation shrinks the volume of the Party Onion character when a large rotation is introduced, while ARAP interpolation manages to preserve the shape better.

Tables 1 and 2 show the average area and volume distortions and standard deviations for our characters in both types of interpolation. The area and volume distortions are relative to the original mesh area and volume respectively. Notice how the average area distortions and standard deviations are generally smaller for the ARAP interpolation, compared to the linear one. The average volume distortions and standard deviations are close in values, with ARAP displaying smaller distortion than linear interpolation when nonlinear deformations are more common. The difference is especially noticeable in the case of Party Onion from figure 12. While the linear interpolation shrinks the area and volume of the model, the ARAP interpolation distortion is significantly smaller.

Figure 5: The contours of three iterations of the Blob Fish interpolations. Linear interpolation is shown in grey, while ARAP interpolation is red. Notice the small difference in shape between the two types of interpolation in this case.
Table 1: Average relative area distortions for linear and as-rigid-as-possible (ARAP) interpolations and the corresponding standard deviations. The area ratios are calculated per interpolation step, relative to the original surface area. Negative values signify that the mesh area is preponderantly shrinking during the interpolation, while positive values signify the area is growing. The meshes considered can be seen in figures 10 to 14 respectively. The landmarks specified are used in the non-rigid registration step.

<table>
<thead>
<tr>
<th>Character</th>
<th>Faces</th>
<th>Landmarks</th>
<th>Linear Dist.</th>
<th>Linear σ</th>
<th>ARAP Dist.</th>
<th>ARAP σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blob Fish</td>
<td>3482</td>
<td>12</td>
<td>-0.0537</td>
<td>0.0245</td>
<td>-0.0208</td>
<td>0.0157</td>
</tr>
<tr>
<td>Party Onion</td>
<td>3600</td>
<td>13</td>
<td>0.0224</td>
<td>0.0185</td>
<td>4.6793E-04</td>
<td>0.0020</td>
</tr>
<tr>
<td>Party Onion Rigged</td>
<td>3600</td>
<td>N/A</td>
<td>-0.0299</td>
<td>0.0208</td>
<td>9.2850E-05</td>
<td>1.3018E-04</td>
</tr>
<tr>
<td>Tick</td>
<td>2750</td>
<td>13</td>
<td>0.0835</td>
<td>0.0568</td>
<td>-0.0329</td>
<td>0.0235</td>
</tr>
<tr>
<td>Hellidropter</td>
<td>1454</td>
<td>10</td>
<td>0.0202</td>
<td>0.0196</td>
<td>-0.0206</td>
<td>0.0142</td>
</tr>
</tbody>
</table>

Table 2: Average relative volume distortions for linear and as-rigid-as-possible (ARAP) interpolations and the corresponding standard deviations. The volume ratios are calculated per interpolation step, relative to the original surface volume. Negative values signify that the mesh volume is preponderantly shrinking during the interpolation, while positive values signify the volume is growing. The meshes considered can be seen in figures 10 to 14 respectively. The landmarks specified are used in the non-rigid registration step.

<table>
<thead>
<tr>
<th>Character</th>
<th>Faces</th>
<th>Landmarks</th>
<th>Linear Dist.</th>
<th>Linear σ</th>
<th>ARAP Dist.</th>
<th>ARAP σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blob Fish</td>
<td>3482</td>
<td>12</td>
<td>0.1025</td>
<td>0.0759</td>
<td>0.1663</td>
<td>0.0822</td>
</tr>
<tr>
<td>Party Onion</td>
<td>3600</td>
<td>13</td>
<td>-0.0334</td>
<td>0.0207</td>
<td>0.0357</td>
<td>0.0222</td>
</tr>
<tr>
<td>Party Onion Rigged</td>
<td>3600</td>
<td>N/A</td>
<td>-0.0134</td>
<td>0.0077</td>
<td>8.7708E-04</td>
<td>5.6068E-04</td>
</tr>
<tr>
<td>Tick</td>
<td>2750</td>
<td>13</td>
<td>0.0674</td>
<td>0.0454</td>
<td>-0.0542</td>
<td>0.0402</td>
</tr>
<tr>
<td>Hellidropter</td>
<td>1454</td>
<td>10</td>
<td>0.0229</td>
<td>0.0195</td>
<td>-0.0254</td>
<td>0.0182</td>
</tr>
</tbody>
</table>

The Party Onion distortion distributions (bottom part of the image) are close in shape, probably due to most of the mesh having small deformations, while only the tentacle rotates.

Figure 6: Normalized relative area and volume distortions for Tick (Figure 13) in the top part and Party Onion (Figure 11) in the bottom part of the image. The ARAP interpolation distortions are shown in blue, while the linear distortions are red. This analysis was made on all the faces of each mesh, for one iteration of the interpolation.

Performance. All the experimental results are generated on a laptop with Intel Core i7-4710HQ CPU (2.50 GHz) and 16 GB memory.

The code was written in MATLAB. For a typical digitized model (as the example shown in Figure 10) with 3490 triangles it takes 267.634 seconds to register between two poses and 120.065 seconds to interpolate poses between them. The Hausdorff distance between the registered model and the target model (Figure 4) in this case is 0.296. In the future, we could reimplement our pipeline in C++ for faster times.

Nevertheless, even with the current performance, together with the needed time for scanning and cleaning a few character poses, the artist’s workload is reduced considerably. The time required for scanning and cleaning a character can take 0.5 - 2 hours, depending on the skill of the artist and the complexity of the character. In the case of digitizing stop motion for 3D games, at least, the artist needs only a small set of key poses to be cleaned up. The intermediate poses are then generated automatically with our pipeline. In the case of an interpolation step \( t = 0.1 \), we argue that the needed time for an artist to obtain a 3D sequence of poses between two key poses is approximately 10 times faster than doing everything manually.

6 APPLICATIONS

6.1 Enhanced Stop Motion Animation

Based on the reconstructed key poses and interpolated intermediate poses, the existing 2D stop motion animation frames can be easily enhanced using traditional CG animation and composition
techniques. For example, as shown in Figure 7 (see also supplementary video), the input stop motion animation only contains two 2D frames, corresponding to two key poses created by the artist.

We directly import these frames and the in-between 3D meshes into Blender, a popular animation software available online. To combine our 3D shapes with the 2D frames, the virtual camera parameters for projecting 3D shapes to 2D are estimated by manually aligning 3D reconstructed meshes with the existing 2D stop motion animation frames. These camera parameters can be used to render new 2D frames from the 3D shapes to enhance the input animation frames (only two in this case). Moreover, since the 3D geometry of the key pose is available, existing deformation tools (e.g., Free Form Deformation in Blender) can be used to easily create new poses which are challenging to achieve otherwise, as all the resources need to be physically replicable afterwards, including human resources (artist), and natural resources (plasticine, camera, etc.).

Figure 7: Enhancing existing stop motion animation with additional frames using our approach. In the example figure, the two highlighted frames are the source and target scans, with the same connectivity after registration. The in-between poses are modified versions of the interpolated shapes obtained through our ARAP interpolation. The added modifications create a pleasing squash and stretch effect for the resulting animation.

6.2 Stop Motion-like Games

The resulting meshes are imported as FBX files in a modified Unity demo game. Since the MATLAB code exports results as OBJs, an extra step of importing models into Maya and exporting them as FBX files was necessary. This could be easily automated in the future with a python script.

An empty game object was created, with two C# scripts attached to it. One script controls the stop motion animation effect and the other is in charge of the gameplay. The first script has a public array of game objects named frames, where the meshes are loaded. Another public field is fps (frames per second), which coincides with how fast the frames will be appearing and disappearing. A sampling variable was also included, so that the user can choose which meshes should be displayed. The resulting game scene is shown in Figure 8. The supplemental video shows a demo of how original (using only key poses) and enhanced (using interpolated poses) stop motion character animations can be used in Unity games.

Figure 8: Application of E-StopMotion pipeline for video games. In this example, the Blob Fish animation is imported into an example Unity [29] game (see supplementary material).

7 DISCUSSION

We have presented a novel pipeline for reconstructing and refining stop motion animation for use in 3D games. By combining the handmade craft of stop motion with 3D scanning, non-rigid registration and interpolation, artists are now able to bring their creations onto the screen in three dimensions.

Artists can scan and clean a small set of key poses for their character and then have plausible in-between poses generated automatically. This process makes the animation reconstruction technique accessible to any games company. Users can then interact with a digital version of a handmade character in a game.

Moreover, both 3D and 2D stop motion animation can benefit from our pipeline. The in-between poses can be easily aligned to match the original orientation of a character. Instead of photographing every frame, automatically generated in-between poses can be used to reduce the workload or refine an initial animation.

Limitation. Figure 9 shows an example of a character pose that did not match the target shape as expected. This is due to rotation induced nonlinearities that cannot be approximated well through affine transformations. A guiding skeleton could have been beneficial in such a scenario. Figure 12 shows an example of how a skeleton might guide the deformation before registration is employed.

Future Work. The interpolation process was satisfactory for our needs, but only produced results as good as the registration process allowed it to. This limitation needs to be addressed in the future by adopting a state-of-the-art non-rigid registration method that allows nonisometry between the source and target models. The correspondence problem can be better addressed by identifying...
Figure 9: This is an example where the NRIPC fails, due to the nonlinearity of deformation. Party Onion source (left) and target (middle) meshes with landmarks and the registered mesh (right). Notice the collapse in the tentacle of the registered mesh.

nearly-isometric regions like the eyes and mouth and extending correspondences from there based on the smoothness of deformation (33)). The trajectory problem can be addressed by using coarser structures that guide the large deformation. Deformation graphs (14)) or skeletons extracted from the mesh (27)) could significantly improve the deformation. Regarding the look and feel of stop motion animation, it would be interesting to conduct qualitative experiments on the aesthetics differences between linear and ARAP interpolation.
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Figure 10: Example linear interpolation (top) versus ARAP interpolation (bottom) for Blob Fish character animation, between two clean scans. Although the results seem similar visually, table 1 reveals how the area distortion is smaller for the latter.

Figure 11: Example linear interpolation (top) versus ARAP interpolation (bottom) for Party Onion character animation, between two clean scans. Although the results seem similar visually, table 1 reveals how the area distortion is smaller for the latter.
Figure 12: Example linear interpolation (top) versus ARAP interpolation (bottom) for Party Onion character animation, between two clean scans. The target shape in this scenario was created by rigging the tentacle of the source shape and rotating the joints. This example was created for clarifying the difference between linear and ARAP interpolation. Notice how from the third pose, the linear interpolation (top) shrinks the volume of the tentacle, while the ARAP interpolation (bottom) preserves the shape relatively better.

Figure 13: Example of ARAP interpolation for Tick character animation between two clean scans.

Figure 14: Example of ARAP interpolation for Hellidropter character animation between two clean scans. The animation here is subtle, notice how the propeller rotates slightly.